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Remote Work: Fad or Future

0 Executive Summary

When the COVID-19 pandemic disrupted every avenue of life, millions of work-
ing individuals adjusted through telecommuting. Now, the question is whether
remote work will remain a part of the new normal. Our team’s goal is to model
the trajectory of remote work in select cities for 2024 and 2027, considering per-
tinent factors such as the availability of remote-ready jobs, employer decisions,
and employee choices.

To begin, we calculated the maximum number of individuals in a city who
could feasibly work remotely in their current job position. In other words, we
wanted to find the “remote-ready” work population for each city. To do so, we
multiplied the percentage of individuals in each industry who could work from
home by the predicted number of individuals in a given industry over the period
2022-2027. To predict the latter value, we performed linear regression on the
provided M3 Mathworks data for the number of individuals in each industry in
each city over time. We thus predicted the remote-ready population for each
city for the years 2024 and 2027. Despite having some low R2 values—the year
was sometimes a poor predictor of the number of individuals in an industry—
the model that combined numerous linear regressions yielded reasonable results
for the remote-ready populations for the years 2024 and 2027.

Furthermore, to predict whether an individual worker will choose to work
remotely full-time and gain employer approval, we created a random forest clas-
sification based on relevant factors to the employee choice such as age, gender,
and parental status. This yielded a relatively good accuracy of 0.74, and we
identified age as the most important factor in the worker’s decision to work
remotely or in person. We accounted for the employer’s likelihood to allow the
employee to work remotely with a random probability generation.

Finally, to use our model that predicted whether both the employer and a
given individual would agree to work remotely for the five cities, we simulated
5000 citizens of each city. The simulation accounted for the unique distribution
of ages, genders, and children for each city and provided us with the percent
of employees and employers who would agree on fully remote working plans,
given that the individual’s job could be completed remotely. Combining these 5
percentages for employee and employer cooperation, we have found predictions
for all 3 years for all 5 cities for the number of individuals who will work remotely.
We have found that Barry will see the greatest impact from remote work by the
year 2024, and Seattle by 2027.

Although the long-term ramifications of the COVID-19 pandemic on the
workplace are still in limbo, modeling is nonetheless a powerful tool to make
useful predictions. As the world settles upon a new normal, we believe that
continuing to collect data and improving upon previous models will ultimately
allow us to keep modeling the future.
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Global Definitions

We define a remote-ready job as a position where an employee can satisfac-
torily complete the position objectives without doing so from a workplace.

Global Assumptions

1.

1.1

There will be no significant policy changes regarding standards for remote
work in the next 5 years. Due to the unpredictability of new legislation,
we cannot account for these changes.

In accordance with our definition of “remote-ready,” partially remote jobs
do not qualify as remote-ready. The complete lack of time in the workplace
is inherent to being completely remote and thus “remote-ready.”

. An adult is defined across both the US and the UK as a person 18 years

of age or older, and a child is defined as under 18 years of age. In order
to differentiate between adults and children when analyzing census data,
the distinction is imperative for simplicity’s sake.

Part I: Ready or Not

Restatement of the Problem

We are tasked with creating a model to estimate the percentage of jobs currently
ready for remote work and then use said model to predict the percentage of
remote-ready jobs in 2024 and 2027. We will apply this model to the following
cities:

1.2

Seattle, WA, US,
Omaha, NE, US,
Scranton, PA, US,
Liverpool, England, UK,
Barry, Wales, UK.

Assumptions

. In accordance with our definition of “remote-ready,” partially remote jobs

do not qualify as remote-ready. The complete lack of time in the workplace
is inherent to being completely remote and thus “remote-ready.”
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2. COVID-19 developments during or after 2023 will not affect a worker’s

status as remote-ready or not remote-ready. Modeling by Emory Univer-
sity [3] and experts [11] predict that COVID will be endemic ( “circulating
in the general population”) in the US and UK by 2023. Accordingly, new
COVID-19 variants and infection spikes will not change a worker’s status
as remote or in-person.

. Public sentiment towards working remotely will not significantly change
from the present. Although firms may attempt to influence the public’s
perception of working remotely, the evidence regarding similar or greater
productivity levels of remote workers compared to in-person workers [14]
and the favorable anecdotal experiences of a large portion of the pop-
ulation regarding remote work during the COVID pandemic period [8]
(2020-2022) will keep the public’s perception of remote work as moder-
ately favorable.

. We do not account for automation’s future impact on the sector makeup
of the labor force. Automation varies significantly based on the urban
versus rural characteristics of cities and towns. For example, Seattle, WA,
a high-growth hub according to the McKinsey Institute, will be automated
in 2027 to a higher degree than Scranton, PA, in the “mixed middle” of
economic growth [7]. Additionally, the McKinsey Institute indicates that
the bulk of automation will manifest on a 10-15 year timeline, rather than
the 5-year timeline to 2027.

1.3 Variables Used

Symbol | Definition Units
P Predicted number of people in | People
industry ¢ in a given year
i Percentage of individuals in
industry 7 who can work from
home
RR. Number of individuals in city People
¢ who are remote-ready

1.4 Model Development

For any city, the number of individuals who are remote-ready is given by

RR.=) P,
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where P is the predicted number of individuals in industry 7 in city ¢ in a given
year, and pu; is the percentage of those individuals who are remote-ready. In
order to predict the number of individuals in any city who are remote-ready,
we must first take into account how many individuals are employed in each
industry for that city during a given year, P,, since each industry has its own
characteristics and responses to remote work pressures. In order to do this,
we performed linear regression on the D1 city employment data provided by
the 2022 MathWorks Math Modeling Challenge [6]. The number of individuals
employed in each industry for each given city is the response variable, while the
year, ranging from 2000 to 2021, is the explanatory variable.

The reason we chose linear regression was simply because of the large number
of regression analyses needed to be computed. It is impractical to analyze each
industry for each city and decide whether it follows an exponential, polynomial,
or any type of pattern. Therefore, linear regression was employed because it
offers a simple, consistent measure of predicting industry growth or decline in
any given city.

It is worth noting that UK cities did not have data for the year 2000. The
results of each linear regression are as follows:

Seattle
Industry 2024 2027
Mining, logging, constr. | 122281 125811
Manufacturing 157608 152571
Trade, transp., and util. | 378727 387780
Information 140115 149243
Financial activities 93710 92559

Professional and bus. 303718 316277
Education and health 275938 287018

Leisure and hospit. 170387 172776
Other services 72090 73726
Government 255364 256008
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Omaha

Industry 2024 2027
Mining, logging, constr. | 30905 32015
Manufacturing 32617 32452
Trade, transp., and util. | 91253 89586
Information 9023 8314
Financial activities 46911 48322
Professional and bus. 75092 77036
Education and health 84683 88202
Leisure and hospit. 49255 50274
Other services 19165 19652
Government 68482 69854

Scranton
Industry 2024 2027
Mining, logging, constr. | 10003 9946
Manufacturing 22881 20657
Trade, transp., and util. | 64761 65854
Information 1730 1050
Financial activities 12727 12646
Professional and bus. 28168 28786
Education and health 53975 54826
Leisure and hospit. 20523 20449
Other services 7492 7170
Government 27913 27382
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Liverpool
Industry 2024 2027
Mining, logging, constr. | 150979 153097
Manufacturing 108080 113806
Trade, transp., and util. | 160456 171263
Information 75737 78003
Financial activities 23212 23451
Professional and bus. 43108 43553
Education and health 21309 20326
Leisure and hospit. 67673 68047
Other services 76853 77403
Government 22463 21717

Barry

Industry 2024 2027
Mining, logging, constr. | 4061 4076
Manufacturing 4785 4775
Trade, transp., and util. | 1143 1130
Information 3754 3689
Financial activities 3740 3855
Professional and bus. 6945 7158
Education and health 10953 11151
Leisure and hospit. 10333 10333
Other services 3098 3108
Government 10953 11151

While some 72 values and correlation coefficients are exceptionally low, these
low correlations for an industry versus year effectively means that predicted
values for P; will be close to the calculated average value of the 5-6 data points
analyzed by the linear model. That is an outcome that remains reasonable, and
the P; predictions of our linear regression models with 72 values close to zero,
should not be discounted.

Since each industry’s work is remarkably different and certain industries
are more capable of transitioning to remote work than others, the percent of
individuals employed in each industry who can work remotely must be quantified
and taken into account by the model.

The Remote Work data provided by the 2022 MathWorks Math Modeling
Challenge contains this information, broken down into different industries from
the industries listed in D1 industry employment data. Therefore, the following
re-categorizations have been made:
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R? Values Seattle | Omaha | Scranton Liverpool | Barry
Mining, logging, constr. | 0.364 0.601 | 0.108 0.49 0.004
Manufacturing 0.387 0.109 | 0.745 0.719 0.001
Trade, transp., and util. | 0.429 0.695 | 0.917 0.987 0.011
Information 0.856 0.917 | 0.991 0.867 0.27
Financial activities 0.228 0.949 | 0.246 0.074 0.279
Professional and bus. 0.809 0.835 0.458 0.074 0.279
Education and health 0.668 0.956 | 0.565 0.667 0.307
Leisure and hospit. 0.063 0.491 0.007 0.038 0
Other services 0.343 0.782 0.752 0.102 0.001
Government 0.005 0.776 | 0.784 0.342 0.307

D1

D3 changes these headers

Mining, logging, construction

Farming, fishing and forestry;
Installation, maintenance and repair;
Construction and extraction; Building
and grounds cleaning and
maintenance

Manufacturing

Production

Trade, transportation, and utilities

Transportation and material moving

Information

Computer and mathematical; Legal;
Life, physical and social science;
Architecture and engineering

Financial activities

Business and financial operations;
Sales and related

Professional and business services

Management; Office and
administrative

Education and health services

Education, training and library;
Healthcare practitioners and
technical; Healthcare support

Leisure and hospitality

Arts, design, entertainment, sports
and media; Personal care and service

Other services

Community and social service

Government

Protective service

After averaging the estimated percentage of jobs that can be done at home
by occupation category given by D3 for each industry category given by D1, we
obtain the following values of u; for each industry:
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Industry i
Mining, logging, construction 0.50%
Manufacturing 1.00%
Trade, transportation, and utilities | 3.00%
Information 78.00%
Financial activities 58.00%

Professional and business services | 76.00%
Education and health services 35.00%

Leisure and hospitality 51.00%
Other services 37.00%
Government 6.00%

Then, the RR, for each city can be calculated as a function of year with the
equation

RR.=) P,

and the results are displayed in Figures 1-5.

1.5 Results

Using the population of each industry, P;, that we found in the first portion
and the percentages of jobs that are remote-ready by each industry, u;, we can
then calculate the percentage of remote-ready jobs in 2024 and 2027 using our
formula. This gives us the following results:

City Predicted Percentage of Predicted Percentage of
remote-ready jobs in 2024 | remote-ready jobs in 2027

Seattle 32.16% 32.55%

Omaha 31.63% 31.84%

Scranton | 26.45% 26.60%

Liverpool | 24.50% 24.18%

Barry 35.78% 35.82%

These results are reasonable, proving that even though some 2 values of the
linear regression models had low 72 values, the combination of all the different
linear regression models yields a robust prediction for the Predicted Percentage
for remote-ready in 2024. For example, the decrease in predicted percentage of
remote-ready in Liverpool makes sense, since it is the only city that had a large
increase in employment in the manufacturing industry over the years 2005-2021.

Furthermore, we can compare this predicted remote-ready data for 2021 with
the provided M3 Mathworks data in sheet D4. Seeing that in the months from
March 2020 to September 2021, the percentage of US workers who worked from
home exclusively had a maximum value of 54%, but quickly corrected to around
35-25%, we can infer that our predicted percentage of remote-ready for the US
served as a sustainable percentage.
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Percentage of Remote-ready workers Percentage of Remote-ready workers

Percentage of Remote-ready workers

Projected Percentage of Remote-ready Jobs over time in Seattle
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Figure 1: Seattle.

Projected Percentage of Remote-ready Jobs over time in Scranton
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Figure 2: Scranton.

Projected Percentage of Remote-ready Jobs over time in Omaha
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Figure 3: Omaha.

10
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Projected Percentage of Remote-ready Jobs over time in Barry
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Figure 4: Barry.

Projected Percentage of Remote-ready Jobs over time in Liverpool
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Figure 5: Liverpool.

1.6 Strengths and Weaknesses

A major challenge when considering the COVID-19 pandemic is its inherently
volatile and unpredictable nature. It would be extremely difficult to account
for all the possible scenarios, so it was necessary for us to make a simplification
to create a useful model. Barring a major change like the emergence of a new
variant, current models predict a trajectory in which the disease will become
endemic in the US and UK by 2023. Assuming a constant endemic state for
COVID-19 allows our model to not be affected by drastic changes in the disease’s
epidemiology between 2024 and 2027.

From the r? table, we can see a wide range of r? values. For example, most
of the variability in the information industry employment in Scranton can be
accounted for by the change in year (72 = 0.991). On the other hand, very
little variation seen in the leisure and hospitality industry in Liverpool can
be explained by the change in year (r?> = 0.007). The extremely small data
set contributes to this wide variability in the 72 values. Our models could be

11
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improved by adding more data points, which would increase both the 7 and 72
values to improve their prediction capabilities.

2 Part II: Remote Control

2.1 Restatement of the Problem

In this problem, we are tasked with creating a model to predict whether an
individual worker with a remote-ready job will be allowed to and will choose to
work from home.

2.2 Assumptions

1. When considering an individual worker whose job is remote-ready, we as-
sume that the probability that they are allowed to work from home by their
employer and their desire to work from home are independent. This al-
lows us to individually consider each of these likelihoods and then find
the product of them to calculate the probability of both events occurring.
Additionally, Forbes reports a sizable disconnect between the groups on
returning to the office [10].

2. Employer sentiment towards remote work in 2021 will remain roughly con-
stant until 2027. While we understand that employer sentiment may vary
by 2027, data on employer sentiment is only available up until the present.
Additionally, we make the global assumption that COVID-19 will be en-
demic by 2024, so employer sentiment should not be largely affected by
COVID-19 past that point.

3. Only age, gender, and the presence of children in the household affect
a worker’s decision to work remotely. This is the information our data
included. Analysis from the Bureau of Labor Statistics supports that
these are very important factors in the decision to work from home [13].

4. All employers are equally likely to deny or allow fully remote work. Data
on variations by industry was scarce, and this assumption allowed us to
focus on the random forest.

2.3 Variables Used

Age is an incredibly relevant factor in the decision to work remotely or in the
workplace. The older members of the workforce may feel more comfortable
with face-to-face interaction, whereas younger generations consider virtual in-
teractions as commonplace and convenient. The Hartford reports 50% of small
business owners ages 18-34 say remote workers are more productive than office
workers, whereas only 15% of small business owners over 65 find remote workers
more productive than in-person employees [12].

12
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Gender is another indicator of the remote versus in-person work decision. A
Flexjobs survey indicates 68% of women prefer to work remotely post-pandemic
compared to only 57% of men. 80% of women consider it a key job benefit,
whereas only 69% of men think the same [9]. This may be due to the higher
proportion of housework that women do; the 2020 Women in the Workplace
report found mothers were 1.5 times more likely than fathers to spend an extra
three or more hours per day on housework [15]. Remote work is a method of
balancing these requirements.

This leads into another factor to consider: parenthood. The additional
duties of childcare can make remote work a helpful option to parents. Another
Flexjobs survey found 61% of parents want to stay remote full-time, with 62%
saying they would quit their current job if they cannot continue remotely [4].

On the other side of the decision to work remotely or in-person is the em-
ployer. As employees demand flexibility in work hours and arrangements, Owl
Labs found 26% of employers are allowing employees to work remotely full-time
[8]. We rounded this to 25% for ease.

2.4 Model Development

We employed the scikit-learn library in Python to train a random forest classifier
model on the factors described above. Random forest classifiers employ decision
trees trained on random samples of the data set to isolate variables and average
the predictions of each tree, resulting in a robust prediction.

Our model is trained on the results of a random survey sourced from Kaggle
regarding professionals’ demographics and their decision to stay remote or return
to the workplace [1]. Our target was the column “Same_office_home_location”
(renamed “WFH”), or whether the professional’s workplace was in the home.
After splitting the data set into training and test sets, our model used 100 trees
with a maximum depth of 5 nodes to make predictions regarding whether a
given professional would choose to work from home.

To account for the approximate one-fourth of employers who are allowing em-
ployees to work from home full-time, we randomly generated a number from 1-4
inclusive using the random Python library in each instance that an employee’s
classification in the random forest was to work virtually. If the randomly gen-
erated number was 1, then the request was approved. This aligns with the
approximate 25% of employers who are allowing fully remote work.

2.5 Results

The Random forest regression reached an accuracy classification score of
0.74. This is an acceptable accuracy given the time and data constraints
present. We were additionally able to analyze the importance of the respective
features using the feature_importances_variable from the random forest algo-
rithm in scikit-learn.

We ultimately determined age is the most important feature with an impor-
tance of .75 in the classification model, followed by gender at .13 importance

13
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Visualizing Important Features

Feature Importance Score

Figure 6: Important Features of Random Forest Classification.

and then children at .12 importance.

2.6 Strengths and Weaknesses

With a small data set of 207 respondents, the random forest classification’s
ability to mitigate the individual over fitting of decision trees with the averaging
of a large number of decision trees is advantageous. This yielded a higher
predictive accuracy than a single decision tree by itself.

Additionally, the random tree forest allows us to effectively combine fea-
tures and identify the important features in the classification. We were able
to determine that age is most closely linked to the employee decision to work
remotely or in-person. However, this does bring us to a limitation of our data
set, as we were not able to account for other factors likely to have an impact,
such as education or income, because the data set did not include them. To
improve upon this model, we would find a suitable data set with the factors of
income and education and retrain the random forest. A specific shortcoming of
the random forest model is the difficulty to ascertain the exact decision trees
because of the large quantity of decision trees. We would also like to incorporate
another random forest for the employer’s choice, based on industry, company
size, etc., given more time.

3 Part III: Just a Little Home-work

3.1 Restatement of the Problem

In this problem, we are tasked with creating a model that predicts whether an
individual worker whose job is remote-ready will be allowed to and will choose
to work from home.

14
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3.2 Assumptions

1. The working adult population is age 20-65. The average retirement age
is 62, so 65 is a reasonable upper cutoff [5]. Additionally, setting the
lower cutoff at the age of 20 years allows for an easier analysis of census
data, which groups ages by 5 years per stratum. Since these age bounds
encapsulate the vast majority of working individuals, this was sufficient
for our model.

2. The demographics of the working adult population are consistent with the
demographics of the general adult population of a given city. This allows
us to utilize census data, which is more readily available for the general
adult population than for the working adult population.

3. An individual’s employment in a given industry is independent of their
age, number of children, or gender. While this is unlikely to be true, it
allows us to conduct a simulation that determines the proportion of the
remote-ready population that will actually work from home.

4. The proportion of households with children that have 2 adults and the
proportion of households with children that have 1 adult is consistent across
the US and the UK. If a household with children does not have 2 adults,
we assume it has 1 adult. This allows us to find the average number of
adults in a household with children.

5. The age, gender, and child status data will not change over time.

3.3 Variables Used
Symbol Definition Units
K, Proportion of adult
population in city c¢ that
has children.
HC, Number of households in Households
city ¢ with children.
F, Proportion of adult
population of city ¢ that
is female.
P. Adult population of city c. | People
A.(Age, — Agey) | Proportion of total adult
population that has age
between Age, and Age,
for city c.

15
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3.4 Model Development
The proportion of adults within a city with children, A, is given by

5 _ HC.-0.69-2+ HC, -0.31
c — Pc .

Since a household that has children (people under 18), there is a probability
of 69% that there are two parents in the household [2]. Since we have assumed
that the remaining 31% of households with children have only one parent, the
above equation yields the proportion of the adult population in a given city ¢
that has children.

We used US and UK census data to find the number of households in each
city that have children (HC,), performed the necessary calculations, and have
summarized the data in the following table:

KSeattle 16.27%
Komaha | 25.13%
Ksoranton | 22.66%
KLiverpool 21.54%
Kbarry | 29.39%

Gender demographic data was similarly gathered from US and UK census
data, and is shown below in the table for F:

Fseartre | 48.75%
Fomaha | 51.52%
FScranton 5097%
FLiverpool 5058%
Fhary | 52.19%

To find the number of individuals in each age group for each city, we used
the same census data for the US and UK. We performed the calculation

Ic(Agea — Ageb)

Ac(Agea - Ageb) = WP )

where I.(Age, — Agep) is the individuals in each age range for each city and
W P. is the total working population (ages 20-65) for each city.

This will yield the A.(Age, — Agep), and we have summarized the data in
the following tables:

We used a random number generator for values 0 to 1 for each of these 3
categorical variables. To account for differences in demographics for each city,
we used K., F., A.(Age, — Agep) as weightings for the assignment of each
categorical variable.

These individuals and their assigned categorical variables were passed into
the random forest regression model from Q2 to predict whether each individual

16
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City Percentage that choose and employer choose GIVEN that they

can
Seattle 8%
Omaha | 6%

Scranton | 9%
Liverpool | 5.16%
Barry 6.81%

would choose to work from home, and that their employer would allow them
to work from home. We multiplied this data by the predicted remote-ready
percentages for the years 2021, 2024, and 2027 (which were calculated in Q1)
to give the results of the simulation for the 5 cities for each of the 3 years.

3.5 Results

City 2021 2024 2027
Seattle 2.6296% | 2.5728% | 2.604%
Omaha 1.8672% | 1.8978% | 1.91%

Scranton | 2.291% 2.38% | 2.39%
Liverpool | 1.31% 1.264% | 1.248%
Barry 2.35% 2.437% | 2.44%

In order to rank the 5 cities, we first defined the definition of “magnitude
of impact” of remote work as the net magnitude change in the percentage of
individuals working remotely in a given city. The net change from 2021 to 2024
and from 2024 to 2027 has been displayed for each city below:

City Net change in per- | Net change in percent from 2024 to 2027
cent from 2021 to
2024
Seattle | -0.056800% 0.031200%
Omaha | 0.030600% 0.012600%
Scranton | 0.089100% 0.013500%
Liverpool | -0.046440% -0.016512%
Barry 0.091254% 0.002724%

3.6 Strengths and Weaknesses

From the results, it is clear that our simulation is underreporting magnitude of
change in percent. We are unsure of why this happened, but it may have to do
with our simulation weighting methods. Given more time, we could investigate
this further.
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Magnitude of change from 2021 to 2024 (ranked) | Magnitude of change
from 2024 to 2027
(ranked)
Barry Seattle
Scranton Liverpool
Seattle Scranton
Liverpool Omaha
Omaha Barry

cho

We would also like to incorporate another random forest for the employer’s
ice, based on industry, company size, etc., given more time.
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4 Appendix

Question 1 Model: Linear Regression

import matplotlib. pyplD[ as pit
import pandas as

import numpy as np

from sklearn.linear_model import LinearRegression
from sklearn.metrics import r2_score

#Employment data for each city

def indexing(df):
df . index = df{'Industry’]
return df .drop([ 'Industry'], axis=1)

#seattle, Washington
WADL = indexing(pd.read_csv ('Seattlewh.csv'))

#omanha, Kebraska
NEDL = indexing(pd.read_csv ('OmahaNE.csv’))

#scranton, Pennsylvania
PADL = indexing(pd.read_csv ('ScrantenPA.csv'))

#Liverpool, England
ENGD1 = indexing(pd.read_csv ('LiverpoolENG.csv'))

arry, Wales
WALDL = indexing(pd.read csv ('BarrywAL.csv'))

# Percentage of workers in each industry that can work from home
{

ages = pd. ( 't (0.005, 0.01, ©.03, .78, 0.58, 0.76, 0.35, 0.51, 0.37, 8.06]}, index=['Mining, logging, construction', 'Manufacturing’, ‘1

#Linear regression on an single city industry
eparated from UKlinReg because the US cities have data for 2000 whereas the UK cities do not
def USlinReg(series, c'uy)'

# Create x-values of ye

x = np.array([2000, 2bes, 2610, 2015, 2619, 2620, 2021]).reshape( (-1, 1))

# Convert the inputted series into a mumpy array
y = series.to_numpy()

# Create linear regression model and fit points
model = LinearRegression()
®model. fit(x, y)

# Predict the y values for 2022-2028
np.array([2022, 2023, 2024, 2025, 2026, 2027, 2028]).reshape((-1, 1))
model . predict (pred_x)

# Get name of industr)
industry = (series.name).lower ()

# Return values needed as tuple (2024, 2027, raz)
return (pred_y, r2_score(y, pred.y))

#Linear regression on an single city industry
#Separated from USlinReg because the US cities have data for 2000 whereas the UK cities do not
def UKlinReg(series, ci(y)

# Create x-valves of

x = np.array([2005, 2010, 2615, 2019, 202, 2021]).reshape((-1, 1))

# Convert the series inputted into a numpy array
y = series.to_numpy()

# Create linear regression medel and fit points
model = LinearRegression()
model. fit(x, y)

# Predict the y values for 2022-2026
pred_x = np.array([2022, 2023, 2024, 2025, 2026, 2027]).reshape((-1, 1))
pred_y = model.predict(pred_x)

# Get name of industr
industry = (series.name).lower ()

# Return values needed as tuple (2024, 2027, ri2)
return (pred.y, r2_score(y, pred.y))

erforms linear regression for each industry of the inputted cityc
#Separated from UkcityRegression because the UK cities lack data for 2000 that the US cities have so the arrays are larger
def UScityRegression(df, city):
#Creates arrays to store linear regression output of jobs
totallobs = np.array([0, 9, 8, ©, 0, 0, O
totalRemotedobs = np.array([8, , 8, 0, 0, 8, 8))
#lterates through each industry per year:
for index, row in df.iterroms():
amountOfJobs = USlinReg(row, city)[0]
#Reniote-ready Jobs equals the psmsu: of jobs per mmmry m.u are able to be done at home
dex]['Percentages']
Tatids, Cotate. For oheh dnustry togethor. for totel Jobe ! ready jobs
totaliobs = mp.add(totaldobs, anountof Jobs)
= np.add(tot: tedobs, remot Jobs)

#Computes percentage of remote-ready jobs out of total jobs
percentage0fRemoteReady = (np.divide(totalRemotedobs, totallobs))*100
#Returns percentage

return percentageofRemoteready
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#Perforns linear regression for each industry of the inputted city
#Separated from uScityRegression because the UK cities lack data for 2060 so the arrays are smaller
def UKcityRegression(df, city):
#Creates arrays to store linear regression output of jobs
totaliobs = mp.array([0, 9, ©, 8, 8, 0])
totalRemotelobs = np.array([, 9, 8, 0, 0, 0])
#iterates through each industry per year:
for index, row in dr,uerruus:):
amountofobs = UK1inReg(row, city)[o]
pmemca:Tata FiousTetul euelparcantlordiofslpantmaustryloacieralunleltolbaloocolacinime
Los e ] [lesrsentagas]
#ads totals for each industry rogerhcr for total jobs and remote-ready job:
totaliobs = np.add(totaliobs, amountOfJobs)
= np.add(tot

ﬂco/wutes percentage of remote-ready jobs out of toml obs
= (np.divide( J tuu]JuhS)) 180

WRetarns percentap
return perc;ntaggofkemteneady

In [ #Creates graph for Seattle
seattle = UScityRegression(wAD1, "Seattle”)[:-
x = np.array([2022, 2023, 2624, 2025, 2026, zan]) reshape((-1, 1))
plt.xlabel("Vear")
plt.ylabel("Percentage of Remote-ready workers")
bl title("Projected Percentage of Remote-ready Jobs over tine in Scranton”)
plt.plot(x, seattle, color="blue", linewidth=2)

[<hatplotlib.lines.Line2d at Ox7fdba7b25690>]

Projected Percentage of Remote-ready Jobs over time in Seranton

g

Percentage of Remate-ready werkers
OB o8 o8 oM

w2 w23 x4 225 W% 027

#Creates graph for Scranton
scranton = UScityRegression(PAD1, "Scranton”)[:-

% = np.array([2022, 2023, 2024, 2025, 2026, 2027]).reshape((-1, 1))
plt.xlabel("vear")

plt.ylabel("Percentage of Remote-ready workers®)

plt.title("Projected Percentage of Remote-ready Jobs over time in Scranton")
plt.plot(x, scranton, color="red”, linewidth=2)

[=matplotlib.l Line2o at ]

Projected Percentage of Remote-ready Jobs over time in Scranton

® 2
% 8

k3
5

®
5

Percentage of Remote-ready workers.
®

&

out[49:

ﬂCrt‘ll‘L‘s g‘rnﬂh for Omaha
UScityRegression(NED1, "Omaha")[:-1]

= np may([zezz, 2023, 2024, 2025, 2026, 2027)).reshape((-1, 1))

plt.xlabel("vear"

plt.ylabel("Percentage of Remote-ready workers")

plt.title("Projected Percentage of Remote-ready Jobs over time in Omaha")

plt.plot(x, omaha, color="green”, linewidth=:

[<matplotlib.lines.Line20 at ox7fdb47a2efde>]

Projected Percentage of Remote-ready Jobs over time in Omaha
85

a0
A
am
a16s
a0
ass

Percentage of Remote-ready workers

3150
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#Creates graph for Barry
barry = UKCityRegression(WALD1, "Barry”)
x = np.array([2022, 2023, 2024, 2025, 2026, 2027]).reshape((-1, 1))

plt.xlabel("vear")
plt.ylabel("Percentage of Remote-ready workers")
plt.title("Projected Percentage of Remote-ready Jobs over time in Barry")
plt.plot(x, barry, celor="orange”, linewidth=2)
[<matplotlib. lines.Line20 at @x7fdb479b8110>]
Projected Percentage of Remote-ready obs over time in Barry

n62
i
E 580
§ E3h
<nm
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i

575

#Creates graph for Liverpeol
liverpool = UKcityRegression(ENGD1, "Liverpool")

% = np.array([2022, 2023, 2024, 2025, 2026, 2027]).reshape((-1, 1))
plt.xlabel("Year")

plt.ylabel("Percentage of Remote-ready workers")

plt.title("Projected Percentage of Remote-ready Jobs over time in Liverpool")
plt.plot(x, liverpool, color="purple”, linewidth=2)

[<matplotlib.lines.Line2D at 0x7fdbd7941150>]
Projected Percentage of Remote-ready Jobs over time in Liverpool

o W7
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Question 2 Model - Random Forest

#Inport packages
ort numpy as np

import pandas as pd

import matplotlib.pyplot as plt

import seaborn as sns

smatplotlib inline

from sklearn.model_selection import train_test_split
lear mble import

from sk

from sklearn.metrics import accuracy_score
from sklearn.preprocessing inport Standardscaler, MinMaxscaler

import pandas_profiling

import os
import jobl.

ib
from sklearn.datasets import load_iris

from matplotlib import rcParams
import warnings

warnings. filterwarnings("ignore")
import random

#Figure size in inches
reparans["figure.figsize") = 10, 6
np. random. seed(42)

#Load dataset
df = pd.read_csv( "WFH_WFO_dataset.c

#Rename target variable to simplify

sv)

df['WFH'] = df['Same_ofiice home_location')
f = df .drop('Same_ofiice home location', axis=1)

#Drop irrelevant columns
df = df .drop(‘Name’, axis=1)
df = df .drop("Occupation’, axis=1)
df.drop('10’, axis = 1)

af

#Replace string values with integers

df . loc[df[*Gender ']
df . loc[af[Gender ']

df . loc[df['kids']
df.loc[df['kids']

#Drop redundant column
df = df.drop(‘kids', axis = 1)

sprint
print(df)

Age Gender WFH Children
4 e

[ 5 es
1 24 o Mo
2 53 1 Yes
3 26 1 ves
4 26 o ves
202 22 1 ves
208 52 0 ves
204 22 0 ves
205 25 1 No
206 23 1 no

[207 rows x 4 columns]

#Split data into fnput and target variable(s)

X = df.drop("WFH", axis=1) #input
¥ = dF["WFH"] #target

#Standardize the dataset
scaler = Standardscaler()
*_scaled = scaler.fit_transform(x)

#Split into train and test set
*_train, x_test, y_train, y_test =

#Create the classifier

"Yes', 'Children']
'No', 'Children']

train_test_split(X_scaled,y, test_size=0.33, r:

‘Female’, 'Gender']
‘Male’, 'Gender'] = 0

1

1

classifier gt

r(n_

#Train the model using the training sets

classifier.fit(X_train, y_train

RandonForestelassifier()

#Predict on test set

y_pred = classifier.predict(x_test)

print(y_pred)

['No" 'Yes' 'No' 'Yes' 'Yes' 'Yes'
‘Mo ‘ves' ‘N0’ ‘ves' ‘No' ‘Yes®
'Yes' 'No' 'Yes' 'ves' 'No' 'No'
"No' 'Yes' 'Yes' "No' 'Yes' 'No'
'Yes' 'No' 'Yes' 'ves' 'No' 'Yes'
“Ho' 'No' 'Yes' Mo']

Mot
not
Not
‘ves'
Ho'

e
Yes®
"ves'
no*
o'

No' "Ne'
‘Na’ ‘N
‘No' ves'

"ves'
"ves'

"Ho
INo*

"Yes'

"Yes' 'No'

‘No' ‘Yes' 'Yes'

tves!
No'
tves'

“ves' 'ves'
"No' 'Yes'
"No' 'ves'
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#Calculate Model Accuracy
print(“Accuracy:", accuracy_score(y_test, y_pred))

Accuracy: 0.7391304347826086

#Check important features
feature_impor tances_df = pd.DataFrame(

{"feature”: list(X.columns), "inportance”: classifier.feature_importances_}
).sort_values("inportance", ascending=False)

#Display

feature_impor tances_df
c feature importance.

o Age 0783084

1 Gender 0114130

2 Chidien 0102776

#visualize important featuers

#Create bar plot of important features
sns.barplot (x=feature_inportances_df . feature, y=feature_inportances_df.importance)

#Add labels
plt.xlabel("Feature Inportance Score”)
plt.ylabel("Features")
plt.title("visualizing Important Features")
plt.xticks(
r , horizontal right", ight="light", for

ize="x-large"

)
plt.show()

Visualizing Important Features

Features

4 &
& 5
& <

Feature Importance Score

joblib.dump(classifier, "./random_forest.joblib")

['./random_forest.joblib']

loaded_rf = joblib.load("./random_forest.joblib")

def runhodel (csv):
#Load dataset
df = pd.read_csv(csv)

#Rename target variable to simplify
dF['wFH'] = df['Same_ofiice_home_location']
df = df drop("Same_ofiice_home_location’, axis=1)

#Drop irrelevant columns

df = df.drop('Name’, axis=1)

df .drop(’Occupation®, axis=1)
f = df.drop('ID', axis = 1)

#Replace string values with integers
df . loc[df['Gender'] == 'Female', 'Gender']

=11
df .loc[df['Gender'] == 'Male’, 'Gender'] = 0

df .loc[df['kids')
of loc[df['kids']

'Yes', 'Children’] = 1
'No', 'Children']

#Drop redundant column
df = df .drop('kids', axis = 1
#Split data into input and target variable(s)
X = df.drop("WFH", axis=1) #input
y = dF["WFH"] starget
y_pred = loaded_rf .predict (X)
#Accounting for employer choice (25%)
for x in range(len(y_pred)):
if y_pred[x] == 'Yes':
#one in 4 employees will have their request approved by their employer.
employer = random.randint(1, 4)
if employer !
y_pred[x]
return y_pred

print(runModel('rftester.csv'))

['o']
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Question 3 - Simulation

In (2 #Import packages
import numpy as np
import pandas as pd
import matplotlib.pyplot as plt
import seaborn as sns

smatplotlib inline

from sklearn.model eelsccionfimoecfmin e split

from sklear, impor

from sklearn.metrics 1lpnr( accuracy_score

from sklearn.preprocessing import Standardscaler, MinMaxScaler
import pandas_profiling

import os
import joblil
from sklearn. da:asets Amport load_iris

from matplotlib import rcParams
import warnings

warnings . filterwarnings("ignore”)
import random

loaded_rf = joblib.load("./random_forest.joblib")

def runiodel(csv):
#Load dataset
= pd.read_csv(csv)
#Rename target variable to simplify
AF[HEH"] =

#Replace string valves with integers
df loc[df[Gender'] == 'Female’, 'Gender'] =
df.loc[df[*Gender'] == *Male’, 'Gender']

*Children’
"Children']

df.Joc[df["kids')
df . 1oc[df['kids' l

or

#Drop redundant column
df = df.drop('kids', axis = 1)
#Split data dnto input and target variable(s)
% = df.drop("WFH", axis=1) #input
y = df["WFH"] #targer
y_pred = loaded_rf .predict (X)
#Accounting for employer choice (25%)
for x in ranquuenqy_pred)
if y_pred(x) s
#one in 4 mtpioyces will have their request approved by their employer.
employer = randon.randint(1,
if employer 1=
y_pred(x] = "No*
return y_pred

o

def simulationuscity (age, gender, kids):
-DataFrame(columns=["Age’, 'Gender', 'kids'])
for i in range(100):

# Pick random numbers to find simulated age, gender, and if they have kids based upon cutaffs

tage = random. random()

if tage < age[@]:
tage = 22

elif age[o]

tage < age[1]:
tage = 29.
SIS age(l) <= tage < age(2]:
tage
elif .g:[z! <= tm < agef3l:

elif aqu[s] <— tage < age[4]:
7.5

tgender = random. random( )
if tgender > gender:
tgender = 0
else:
tgender = 1

tkids = randon.randon()

if tkids > 1
tkids =

else:

i
df . lnc[lan{df index)] = [tnqc, tgender, tkids]
df to_csv('out.csv', index=False)
result = runModel('out.csv')

return result

def smuuuunuxcuy(-ne, gender, kids):
DataFrame(columns=['Age’, 'Gender', 'kids'])
fur i in range(5608)
# Pick random numbers to find simulated age, gender,
tage = random. random()
if tage < age[0)
tage = 22
elif age[0]
tage = 27
elif IqE[‘l] £y tage < age[2]:

and If they have kids based upon cutoffs

= tugu < age[1]:

elif age[z] <= tage < age[3]:

tgender = random. random()
if tgender > gender:
tgender = 0

else
tgender = 1

tiids = random. randon()
if tkids > kids:

tkids = 0
else:

thids = 1
df.1loc[len(df .index)] = [tage, tgender, tkids]
df.to_csv('out.csv', index=False)
result = runModel( 'out.csv')
return result
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# Define our kid cutoffs by city
seattleKids = 0.1627

omahakids = 6.2513

scrantonkids = 0.2266
LiverpoolKids = 0.2154

barryKids = 6.2939

# Define our age cutoffs by city

seattleAge [0.111063, 0.471448, ©.690171, ©.854297, 9.932333]
omahaAge = [0.118554, ©.387023, 0.606065, 0.801819, 0.898744]
scrantonAge = [0.157151, 0.386104, 0.606687, 0.794661, 0.895813]
liverpoolage = [0.172402, 0.308475, 9.621761, 0.916863

barryage = [6.695833, 0.196734, 0.532044, 0.88901]

# Define our gender cutoffs by city
seattleGender = 0.4875

omahaGender = 0.5152

scrantonGender = 0.5097
liverpoolGender = 0.5058
barryGender = 0.5219

# seartle

result = np.count_nonzer
print(result * 100)

, seattleKids)
'Yes') / seattleResult.size

2.0

# omaha

ids)

, omahak:
'Yes') / omahaResult.size

result = np.count_nonzero(omahaResult
print(result * 100)

9.0

# seranton

result = np.count_nonzero( t
print(result * 100)

7.008000008000001

# Liverpool

result = np.count_nonzero(
print(result * 100)

“yes') /1
5.46

# Barry
barryResult = simulationUKCity(barryAge, barryGender, barrykids)

result = np.count_ ult = 'ves') / 1t.size
print(result * 180)

6.98
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